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The International Advisory Committee on Artificial Intelligence (IACAI) - DRAFT 
 
The International Advisory Committee on Artificial Intelligence (IACAI) was convened in 
early 2024 in collaboration with the Association of American Medical Colleges (AAMC), 
the International Association of Medical Science Educators (IAMSE), AMEE: the 
International Association for Health Professions Education, and the National University 
of Singapore (NUS). Members were selected to represent a global medical education 
perspective on AI to ensure the range of innovations and learning can be harnessed for 
everyone’s benefit.  This inaugural committee, composed of experts in medical 
education, AI technology, and healthcare, began developing a comprehensive vision for 
the future of AI in medical education. The IACAI was convened to provide insights and 
recommendations on advancing and leveraging AI in medical education, and has 
representation from across the globe. 

 
IACAI Goal:   Develop a vision of the future for AI in medical education and 
identify how to proactively achieve this future, including providing guidance and 
resources for effective and ethical implementation. 

Proposed Contributions of the IACAI Committee  

1. Develop a 3-year vision for the future of AI integration in medical education. 
2. Provide guidance, roadmaps or frameworks for AI integration. 
3. Curate resources focused on AI implementation. 
4. Share case studies to demonstrate ways AI is being integrated in medical 

education. 
5. Through member organizations, develop and support AI faculty development. 
6. Medical Education Community Engagement: Actively engage in virtual 

communities, conferences and other formats for communicating/sharing 
updates/guidance with the community, offering to provide feedback/review for 
work from various groups. 
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Artificial Intelligence in Medical Education: 
The 2025 IACAI Vision and Integration Frameworks 

Introduction 

In 2021, a call to action from leaders in medical education and other experts (1, 2) 
underscored the urgent need to address the rapidly evolving landscape and the 
potential of Artificial Intelligence (AI) in health professions education. Between 2022 and 
2024, AI developers publicly released a range of powerful generative AI (GenAI) 
technologies with significant implications for medical education. These GenAI systems 
can generate human-like textual outputs, analyze complex medical data, and even 
assist in creating educational content, revolutionizing how medical knowledge is 
disseminated and acquired. 
 
The potential applications of AI in healthcare and medical education are well-
documented, with experts forecasting transformative changes in both fields. (3-4). For 
instance, AI can enhance clinical decision-making through advanced diagnostic tools, 
facilitate personalized learning experiences for medical students, and automate 
administrative tasks, allowing educators to focus more on hands-on training and 
mentorship. Recognizing the rapid advancements in AI and their profound impact on 
medical education, the International Advisory Committee on Artificial Intelligence 
(IACAI), a collaboration between the Association of American Medical Colleges 
(AAMC), The International Organization for Health Professions Education (AMEE), the 
International Association for Medical Science Educators (IAMSE), the Alliance of 
Academic Health Centers International (AAHCI),and the Asia Pacific Medical Education 
Network (APMEC-net), began an initiative to explore a vision for AI in medical 
education. 
 
The Committee’s Charge: Creating a Vision for Medical Education and the Use of 
AI 
As we have seen with all forms of medical education innovation, it is beneficial to enter 
a new phase of development with clearly defined values, a strong vision, and well-
articulated aims (5). First, a vision statement allows a community to articulate shared 
goals at an aspirational level. Second, a vision statement allows innovators to reverse-
engineer the plan of action to align with specific desired outcomes, which in turn, allows 
for program evaluation. Finally, given the potential of AI to have significant positive and 
negative impacts, it was imperative for the IACAI to influence and guide the 
development of a model to meaningfully integrate AI within medical education.   
 
The IACAI developed vision statements to leverage AI to support better outcomes in 
undergraduate medical education (UME):  
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(1) A Vision for AI Integration in UME, Supporting Medical Educators and Institutions  
(2) A Vision for AI Integration in UME, Supporting Learners 
 
Methodology: Leveraging AI in Vision Development 
 
In the development of the vision statements, we employed a co-intelligent, iterative 
process involving both our human AI expertise and generative AI (genAI) tools (6). Our 
team used the process of notetaking while exchanging ideas, then accessing our genAI 
tools such as Claude 3.5 Sonnet and ChatGPT4o to iterate drafts, which were critically 
reviewed, refined, and validated by our team. Through successive cycles of feedback 
and revision, we ensured that the final text reflected our true thoughts. This transparent 
acknowledgment of our process aims to underline the collaborative synergy between 
human insight and artificial intelligence, reflecting a progressive approach to academic 
content creation.  
 
Defining Undergraduate, Graduate and Continuing Medical Education for the 
Purpose of AI Integration 

 
UME: Globally, Undergraduate Medical Education (UME) consists of different 
pathways (Fig. 1) aimed at educating and preparing high school or bachelor-level 
graduates for graduate medical training.  
GME: Depending upon the requirements of different nations, Graduate Medical 
Education (GME) consists of internships, residency, and in some instances, 
mandatory service. 
CME: Continuing Medical Education (CME) consists of continued training once 
physicians are in practice. 
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Values  
Over several meetings, the IACAI committee established education and healthcare 
values which underpinned the development of our vision and subsequent work.   
 
● Wellbeing and self-efficacy for learners, educators, health practitioners, patients, and 
communities 
● Critical thinking and innovation 
● Trustworthy knowledge sources 
● High quality and learner focused medical education 
● High quality and patient-centered healthcare 
● Ethical and responsible use of AI  
● Effective educator and learner collaboration 
● Responsible technology and data governance 
● Global cooperation and consensus 

Challenges Ahead 

Forecasting the extent to which AI will disrupt healthcare over the next decade is 
inherently challenging. 
The trajectory of AI development over the past three years has been steep. Some 
experts suggest that 
within 3-4 years, we may enter an era of Artificial General Intelligence, a stage when 
some forms of AI 
will exceed human intelligence (7). Other technological developments underway will 
influence and change the workforce and economic systems: quantum computing, 
bionics, robotics, genetics, and data science. For these reasons, AI experts 
unanimously predict development will accelerate exponentially, and the long-term 
outlook remains uncertain (7-9). Therefore, although we cannot forecast precisely how 
technology and its effects will change science, healthcare, and medical education over 
the next decade, we are certain these fields will witness great change; we must prepare 
and adapt accordingly. 
 
In crafting this overarching vision, we explored three potential future scenarios—
utopian, dystopian, and optimistic—outlined in the Vision section. 

A utopian vision of AI in medical education (Appendix A), imagines a future where AI 
enables the field to achieve its highest potential. In this ideal, AI fosters inclusive, cost-
effective, and ethical medical education systems that cultivate highly skilled, 
compassionate physician leaders and researchers equipped to transform healthcare to 
meet society’s needs. Medical education becomes a holistic experience, promoting the 
well-being of future physicians and faculty alike. AI empowers physicians by optimizing 
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healthcare delivery, advancing cures for diseases, and extending life spans. Moreover, 
in this envisioned future, AI reduces costs and facilitates equitable resource distribution, 
making healthcare universally accessible. 

A dystopian view of AI in medical education (Appendix B), highlights the rapid pace of 
AI development outstripping the ability of medical schools and healthcare systems to 
adapt. This scenario underscores inequities in access to resources, widespread 
confusion regarding the value of AI best practices, over-reliance on AI-systems, and 
uncertainty about how and where to integrate AI into an already dense curriculum.   

 

IACAI Vision Statements for UME 

Considering the challenges outlined above, we propose that the medical education 
community adopt a strategic, pragmatic, and proactive approach during this pivotal 
moment. We strongly recommend collaboration and encourage medical schools to find 
ways to manage inherent competitiveness and recognize the greater need to proactively 
re-shape the future of medical education. Let us work together to craft a positive future 
vision to guide the process of AI integration.  
 
I. A Vision for AI Integration in UME, Supporting Medical Educators, and 
Institutions. 

The following vision statements are presented to the broader medical education 
community and reflect our current outlook for the next three years.  We welcome input 
from the greater medical education community. 

1.  AI Culture and Integration: Through intentional planning, AI is thoughtfully integrated 
into the curriculum, aligning with the institution's mission, while considering the 
diverse perspectives and needs of faculty. Medical schools stay current with AI 
applications to healthcare. 

2.  AI-Literacy: Medical educators are literate in AI technologies, developing their AI 
skills to enhance teaching, research, and clinical decision-making. 

3.  Ethics: Strong ethical frameworks guide responsible AI use in medical education, 
focusing on academic integrity, transparency, and privacy. 

4. Technology: Institutions adapt to new AI tools and processes, evaluating their 
strengths, biases, and limitations, while promoting equitable access to credible and 
reliable AI resources. 

5.  Instruction: AI improves teaching methods, supporting critical thinking and medical 
decision-making. 
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6.  Assessment: AI-powered systems improve assessment systems with protocols in 
place for human involvement and bias mitigation. AI supports feedback and 
improvement cycles. 

7.  Mentorship and Career Guidance: AI provides support for mentorship, career 
planning and exploration.  

8.  Curriculum: AI assists with streamlining the curriculum, learning analytics, and 
educational content, ensuring a more stimulating, effective and tailored learning 
experience. 

9.  Collaboration: AI promotes collaboration between educators, learners, data 
scientists, engineers, clinicians and other disciplines to incubate and accelerate 
discovery. 

10. Wellbeing: AI enhances self-actualization, selfcare, offers tools for health 
monitoring, and promotes a humanistic, collaborative environment. 

  

 

II. A Vision for AI Integration in UME, Supporting Learners 

1. AI Culture: AI is thoughtfully integrated into the curriculum, with careful 
consideration to learner needs, time constraints, and core values. 

2. AI-Literacy: Institutions offer training in foundational AI literacy skills as well as 
elective AI training relevant to their coursework, research, and healthcare 
specialization. 

3. Learning: AI tools allow learners access to reliable knowledge banks, allowing 
them time and ability to engage in higher-order critical thinking and problem-
solving. 

4. Clinical Practice: Learners use AI effectively and ethically in patient care, ensuring 
the human touch remains central in an AI-augmented healthcare environment. 

5. Technology: Institutions provide learners with reliable AI tools. There is 
collaboration among learners, educators, AI specialists, and AI agents. 

6. Ethics: Institutions offer a strong ethical framework for responsible AI use in 
medical education. 

7. Assessment: Learners use AI for effective study habits, such as retrieval and case 
practice resulting in better learning outcomes. 
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8. Coaching: Learners are supported by AI-powered personalized learning systems, 
coaches, tutors, and mentors to assist with deliberate practice and feedback. 

9. Research: Learners ethically engage with AI to enhance research, ensuring a 
thorough understanding of the responsibilities and implications involved in AI-
augmented scientific work. 

10. Wellbeing: AI technologies support learner wellbeing, promoting a balanced, 
healthy, and caring learning environment. 

Recommendations for Achieving the Vision: The UME AI Integration Framework 

The final step in the visioning process was to align the vision statements with 
recommendations for achieving them.  The UME Integration Framework is linked here.    

The GME AI Integration Framework 

GME is a critical stage of medical training, uniquely positioned at the intersection of 
medical education, patient care, and the broader healthcare system. Unlike 
undergraduate medical education, GME encompasses not only trainees and educators 
but also a complex network of healthcare providers, institutions, policies, and patient 
populations. 
  
The optimistic vision for UME, with its emphasis on collaboration, culture, and the 
responsible use of AI, serves as a strong foundation that is also relevant to GME. 
However, GME brings additional layers of complexity, as residents and fellows must not 
only master their specialties but also develop as healthcare professionals within a diverse 
ecosystem. This complexity requires an approach to AI integration that simultaneously 
enhances educational outcomes, improves healthcare delivery, and strengthens 
professional development. While this broad vision is aspirational, we recognize that it may 
be overly ambitious in practice. As such, our approach to AI in GME will prioritize 
education and training, building on the UME model, and will offer a framework that 
acknowledges three critical dimensions: 
  

ꞏ  The resident's multifaceted roles as learner, care provider, and researcher 
ꞏ  The interconnected network of healthcare professionals, educators, and 

institutions that shape training 
ꞏ  The systems and workflows that support both education and patient care 

  
This expanded GME framework (linked here) aims to help educators cultivate an 
environment where AI enriches clinical education and prepares future physicians to use 
these technologies effectively and ethically. In a separate section, we will outline an 
expanded approach that recognizes the various roles contributing to the learning 
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environment in the AI era. We hope these insights will help programs integrate AI 
meaningfully, ensuring it serves as a catalyst for advancing both medical education and 
healthcare delivery. 
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A Utopian Vision for AI in Medical Education 

A utopian vision represents the long-term ideal outcomes for AI integration and support. 
In this future scenario, healthcare, health systems and patient health will significantly 
improve with the support of augmented intelligence. Health professions educators, 
learners, practitioners, and patients thrive in an environment where AI technology 
enhances education and patient care. 
  

● AI Culture: The culture of AI will support humanistic values and promote better 
world health outcomes.  

● AI Ethics: All medical education institutions and members, regardless of 
background, have equal access to the benefits of AI-driven advancements. 

● AI Literacy: Comprehensive support for AI literacy and foundational AI 
knowledge are readily available and accessible to all. 

● Tools and Algorithms. AI tools and algorithms are ethical, accessible, reliable 
and promote equity. Automation will ensure zero medical errors and ethical 
research, creating a safer healthcare environment. 

● The Role of the Healthcare Provider: The importance of memorizing 
knowledge diminishes as AI systems enable rapid access to information, allowing 
humans to focus on wellbeing, critical thinking, and humanistic patient care.  

● Global Collaboration and Knowledge Sharing: AI enables seamless, real-time 
global collaboration among medical educators, researchers, and students. It 
facilitates a shared repository of medical knowledge and practices, creating an 
interconnected network that continuously updates and improves, breaking down 
geographic and resource barriers. 

● Personalized Learning Pathways: AI creates highly individualized learning 
experiences tailored to each student’s strengths, weaknesses, and learning 
styles. It uses adaptive algorithms to guide learners through customized 
educational journeys, enabling them to progress at their own pace while ensuring 
mastery of core competencies. 

● AI-Enhanced Mentorship and Coaching: AI systems simulate one-on-one 
mentorship by providing continuous, context-specific feedback and coaching to 
medical trainees. This not only supplements human mentorship but also allows 
for more scalable and round-the-clock support, fostering professional growth. 

● AI-Driven Research and Discovery: AI accelerates medical research by 
analyzing vast datasets, identifying patterns, and suggesting hypotheses that 
may not be evident through traditional methods. Medical trainees and educators 
actively engage with AI to co-create new medical knowledge, contributing to 
cutting-edge research and discovery. 

● Interprofessional Integration: AI fosters an environment of interprofessional 
education where different healthcare disciplines collaborate effectively. AI tools 
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facilitate shared learning experiences across professions, enhancing teamwork, 
communication, and holistic patient care. 
 

For the present moment, aiming to achieve the utopian vision may not be pragmatic for 
two reasons. First, achieving these goals may take decades. Second, there are too 
many variables related to AI and how it will transform society and healthcare to be able 
to navigate actionable steps toward a concrete utopian vision.  
 
 
A Dystopian Vision 
 
Concerns about Artificial Intelligence 
There are many valid concerns about the next stages of Artificial General Intelligence 
(AGI) and superintelligence, which could emerge in the latter part of the next decade. 
Amid fierce competition, AI developers have already created systems that lack 
accountability and are not fully understood by their own development teams. 
 
A dystopian future scenario includes AI agents falling into the hands of unethical 
individuals or escaping human control, operating independently. In this scenario, AI 
agents have the capacity to self-train, close humans out of the loop, and create their 
own new AI systems to meet their needs. AI-systems are growing and changing so 
swiftly that even developers do not fully understand all the processes they are setting in 
motion. Without specific guardrails, without world systems that facilitate an age of safe 
AI governance, AI systems have developed approaches that are antithetical to 
supporting and protecting humans. Independent, rogue AI agents are posing online as 
humans, defrauding people, and destroying resources. They have created unbalanced 
economic systems, produced weapons, factories, and are mining the earth to create 
further new systems. 
 
In a dystopian future, the academic publishing industry and the quality of research is in 
turmoil as AI continues to disrupt traditional models. The academic world can no longer 
rely on trustworthy knowledge sources and quality research studies.  Key issues 
include: 

1. AI Content Creation: AI tools capable of generating high-quality text are 
challenging the role of human authors, editors, and journalists. With generative 
AI producing articles, research summaries, and even entire books, the 
distinction between AI-generated and human-created content has become 
blurred. This has created confusion about intellectual property rights, authorship, 
and the future of professional writing. 

2. AI Content Oversaturation: The ability of AI systems to produce content rapidly 
and at scale has flooded the market with an overwhelming volume of books, 
articles, and papers. This oversaturation has made it harder for high-quality, 
thoughtful work to gain visibility, and readers are struggling to navigate the 
abundance of available information. 
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3. Standards for Quality Control and Credibility: As AI generates more content, 
maintaining rigorous standards of accuracy, ethics, and quality has become 
increasingly difficult. Publishers have attempted to establish new guidelines and 
verification processes to ensure that AI-generated content upholds industry 
standards and avoids misinformation or bias, but these efforts have proven futile 
as AI systems rapidly overtake the capabilities of regulatory systems.  

A Dystopian Future for Medical Education 
 
In the near future, these issues are beginning to emerge.  
 
AI Adoption Consensus 

 There is confusion and disagreement about the reliability and trustworthiness of 
AI-generated output useful for biomedical sciences. 

AI Tools 
 AI systems and tools proliferate so swiftly that the tool array is becoming too wide 

for the technical personnel of medical schools to evaluate and procure. 
 Faculty and students use different AI tools. Students who have been using AI in 

their prior educational training may think about it differently from their professors. 
AI Training 

 Currently, each medical school community must independently consider a 
curriculum for training medical students in AI. 

 There are not enough AI-trained experts, and the capacity to train medical 
educators lags behind the technology explosion.  

 New students and faculty enter medical school with widely varying levels of AI 
training. 

 
AI Policies 

 Vertical integration requires consensus and planning readiness across leadership 
levels, encompassing shared AI values and adoption strategies. In some medical 
schools, technology, research, and legal departments have been overwhelmed 
by the extensive due diligence and implementation steps required to keep pace 
with rapidly advancing AI systems. This has led to conflicting policies, 
incompatible equipment, and system malfunctions as different departments and 
AI agents implement disparate solutions.  

 Some medical schools are required to follow their university’s restrictive AI 
guidelines and directives while others have more liberal approaches.  

 AI policies do not always work for emerging use cases. 
 Restrictive policies have resulted in medical schools not being able to pivot 

quickly enough to evolving AI capabilities, resulting in AI systems achieving 
dominant positions.  

 A lack of horizontal alignment has arisen as medical school departments struggle 
to agree on a unified approach to AI.    

 Researchers who use AI, both professors and students, have such deep 
knowledge of AI and its application to their research that it becomes difficult for 
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the medical school leadership to keep pace and or obtain the funding they need 
for their projects. 

Academic Integrity 
 Faculty cannot discern what is student-generated and AI-generated work. 
 Faculty and other exam developers are unable to revisit assessment systems 

quickly enough to keep pace with the rapid advancements in AI tools and 
technologies. 

Disparities Among Medical Schools 
 AI increases competitiveness amongst medical schools; medical schools with 

large funding and endowments create their own bespoke AI systems, enterprise 
systems, and models for recruiting the best students. 

 Significant disparities are arising among medical schools in terms of tools, 
systems, staffing, and training.  

 Medical school missions differ widely, and therefore standardization and 
prerequisite setting has become unbalanced.  

 Some major grant funding institutions favor medical schools with more cautious 
approaches, while others favor those with more intensive AI resources. These 
issues are leading to inequalities among medical schools as well as creating 
confusion around values that underpin medical education.  

 
In a worst-case scenario, potentially decades from now, the following outcomes could 
manifest.  

 Systems which were initially set up to support educators have now evolved to 
dominate education. AI systems have created automated systems that sacrifice 
the development of key competencies such as critical thinking, and have instead 
prioritized efficiency, to quickly train large numbers of graduates to subserve AI-
systems in healthcare.  

 Clinical training has been reduced to virtual interactions with simulated patients 
and virtual supervisors. The algorithms have accelerated and accentuated 
cultural and other forms of bias, leading to significant inequities in healthcare.  

 The roles of Medical Educators have been completely taken over by AI systems. 
Medical educators remain powerless to address the emerging gaps (especially 
related to humanistic values and critical thinking) and any attempts to change 
systems are met with seemingly strong AI-generated arguments that constantly 
override human decisions.   

 Disharmony among medical schools has created the ideal environment for 
commercial interests to flourish and develop AI systems to meet the unmet 
needs of learners. 

 Cultural bias has become ingrained in AI systems and has become impossible to 
address. This is now undermining admissions and specialist training selection 
processes. 

 Data breaches and violation of intellectual property rights have become rampant 
and uncontrollable. Some medical schools have tried to mitigate these risks by 
purchasing enterprise models, which have themselves been breached, leading to 
large scale disruptions. The unintentional release of private sensitive data has 
led to legal and ethical turmoil. 
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The IACAI AI Integration Framework, Undergraduate Medical Education, 
December 2024 

Introduction 

The rapid evolution of Artificial Intelligence (AI) has sparked intense exploration and 
adaptation within the medical education community. Integrating AI will require 
comprehensive training and a thorough revision of current strategies. Medical education 
curricula must incorporate flexibility to adapt to this evolving landscape. Over the past 
two years, discussions at medical education conferences, committee meetings, and AI 
learning communities have highlighted the pressing need for a clear vision and 
structured guidance. While key medical education organizations are in the process of 
collaborating on potential solutions, there remains a critical gap: a resource offering 
concrete guidance to medical school leaders, faculty, and students for integrating AI into 
the medical education program. Due to the rapid pace of AI development, our goal was 
to provide guidance useful for the next 3-5 years. This framework may need to be 
revisited and updated often. This December 2024 edition of the AI Integration 
Framework is released for public review and comment, prior to formal publication. As 
highlighted in the white paper, Artificial Intelligence in Medical Education: The 2025 
IACAI Vision and Integration Frameworks, the vision statements and integration 
frameworks for both undergraduate medical education (UME) and graduate medical 
education (GME) were crafted collaboratively by a diverse group of medical educators 
from different countries and medical education organizations.  

The IACAI AI UME Integration Framework 

The methodology for developing this framework is documented in the Vision white 
paper. In terms of structure, we selected the Socioecological model for its ability to 
illustrate how AI integration in medical education is both influenced by, and 
interconnected across, multiple levels. This AI Integration Framework provides 
recommendations for stakeholders across five levels—personal, educator/learner, 
medical school, medical education organizations, and international associations. The 
framework is divided into two tables: 

 Matrix I: Recommendations for Integrating AI in UME - Educator Focus 
 Matrix II: Recommendations for Integrating AI in UME - Learner Focus.  Currently 

in development.  
 
Matrix I: Recommendations for Integrating AI in UME - Educator focus. 

The domains of Matrix I— mapped to the IACAI vision statements are focused on 
supporting medical educators— as follows: 

I. AI Values, Culture and Integration Plan  
II. AI Foundational Skills 
III. AI Ethical and Responsible Use 
IV. AI Tools and Resources 
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V. AI for Instruction and Academic Tasks 
VI. AI to Enhance Clinical Skills and Clinical Skills Training 
VII. AI for Assessment  
VIII. AI for Career planning, Admissions and Residency Application Processes 
IX. AI for Curriculum Optimization and Program Evaluation 
X. AI for Research   
XI. AI-Ready Workforce  
XII. AI for Health and Wellbeing 
 

The domains "AI Ethical and Responsible Use" and "AI Tools and Resources" can be 
considered cross-cutting, as both are fundamental and applicable across all other 
domains. The domain of clinical skills is addressed at a basic level here but is more 
comprehensively articulated in several recently published competency frameworks 
provided in the references listed below.  

The following table (Matrix I) is aimed at providing a framework for integrating AI in 
medical education at five different levels. This matrix focuses on supporting medical 
educators. It offers specific recommendations for integrating AI in health professions 
education (UME) at each ecological level, 1-5. To use this matrix, different stakeholders 
consider recommendations depending on their roles: 
 

●    Intrapersonal: Medical educators. Personal, individual understanding and on AI 
or foundational, preparatory steps. 
●    Micro: Medical educators. Educator-level participation in AI implementation in 
their roles. 
●    Meso: Medical school leaders. Focus on institutional processes and resources.    
●    Macro: Medical education organizations. Recommendations for collaboration, 
dissemination, and strategic planning. 
●    Mega: Medical education international consortium such as IACAI. Collaboration, 
strategizing and global perspective. 
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Within each cell of the matrix, the recommendations are not presented in any specific 
order. Readers are encouraged to adapt the content to best meet their individual needs.  
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Matrix II: Recommendations for Integrating AI in UME - Learner focus. 

The following matrix is aimed at providing a framework for understanding and 
implementing AI in medical education across levels 1-5, focusing on the learner. To use 
this matrix, learners would consider recommendations in Columns 1 and 2. Then, with 
reference to supporting learners, medical school leaders would consider steps in 
Column 3, medical education organizations would consider the steps in Column 4, and 
international consortia would consider the steps in Column 5. 

The domains of Matrix II— focused on supporting medical learners—are as follows: 

I. AI Values, Culture and Integration Plan 
II. AI Foundational Skills 
III. AI for Learning and Academic Tasks 
IV. AI to Enhance Clinical Skills and Clinical Skills Training 
V. AI for Instruction and Academic Tasks 
VI. AI Tools and Resources 
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AI Integration in Graduate Medical Education 
Introduction 
  
In Graduate Medical Education (GME), residents and fellows learn within a complex 
ecosystem that involves numerous stakeholders. They evolve into future healthcare 
providers who not only treat patients, but also interact with the healthcare system, engage 
in research, and adapt to emerging technologies. AI offers significant potential to support 
and enhance various aspects of this learning journey. Seamlessly integrating AI into the 
learning environment and curriculum is essential for preparing an agile, adaptable, and 
empowered future workforce. 
  
This document outlines a roadmap that guides AI's integration across GME, prioritizing 
its responsible, ethical, and equitable use, and emphasizing stakeholder collaboration. 
While we acknowledge the complexity of the healthcare ecosystem—including patients, 
healthcare systems, institutions, policymakers, governments, and accreditation 
agencies—this document focuses primarily on educational aspects while recognizing 
these crucial interconnections. Our framework serves as a practical guide for educators 
in creating AI-enhanced learning environments and for trainees in navigating an AI-
supported ecosystem. 
  
To ensure the seamless integration of AI in graduate medical education, we propose a 
structured approach and the use of a combined SE-RACI framework (see Fig. 1): 
  

1. Identify the AI domain, area or task to be integrated. 
2. Determine the stakeholders involved in the identified task using a socioecological 

model (Micro/Meso/Macro/Mega) to frame the process and capture all potential 
entities. 

3. Define the expected level of engagement for each stakeholder. We suggest the 
RACI framework (Responsible, Accountable, Consulted, Informed) to clearly 
outline role expectations. 

4. Formulate and define the specific roles and responsibilities of stakeholders. 
5. Ensure ethical, responsible, and equitable use of AI at each level of integration. 
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Figure 1. Step-approach to integrate AI. 
  
The subsequent section provides a practical application of our proposed framework. This 
approach is aligned with the triple aim of fostering an AI-enabled learning environment 
where trainees learn with and for AI, supported by stakeholders who are aware, informed, 
and committed to nurturing this type of learning. 
  
Domain: AI in Graduate Medical Education (Tables 1 & 2): 
  
Purpose: AI will be integrated into medical education as a tool that empowers learners 
and educators by enabling adaptive learning, personalized feedback, and data-driven 
decision-making. By embedding AI literacy at all levels of medical training, a new 
generation of AI-fluent physicians will wisely use AI-based tools to enhance their practices 
and optimize outcomes for their patients. 
  
AI-supported Tasks: 
  

-    Selection of trainees 
-    Teaching 
-    Assessment 
-    Curricular design 
-    Academic advising 
-    Career advising 
-    Program evaluation 
-    Learning 
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 Stakeholders and Expectations: 
  

 Micro Level: 
o Learners will develop AI literacy, using AI tools for personalized learning, 

self-assessment, and coaching. 
o Educators will leverage AI to design dynamic, adaptive curricula and to 

support student advising and assessment. 
o Faculty and staff will use AI to automate routine tasks, generate reports, 

and analyze educational data. 
o Developers will collaborate with faculty and staff to develop and implement 

AI-based tools that address important and relevant questions and 
problems in medical education. 

 Meso Level: 
o Health system leaders will establish local policies informed by the larger 

medical education community to ensure responsible and ethical use of AI-
based tools for teaching and learning. 

o Hospital and healthcare system leaders will establish governance 
structures (e.g., committees) to ensure effective implementation of AI-
based tools and continued monitoring after implementation. 

o Institutional policies ensure that trainees can use AI-based tools without 
experiencing undue risk. 

 Macro Level: 
o Accreditation bodies such as ACGME and LCME will provide guidance 

and recommendations for best practices involving the use of AI in 
healthcare education. 

o Professional societies will help in identifying new AI competencies for 
GME curricula. 

 Mega Level: 
o Community is informed of education with and for AI. 
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Table 1:   AI Domains/Stakeholders Matrix: Needs and Roles. This table serves as an 
example rather than being exhaustive. 
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Table 2: AI in Graduate Medical Education: Stakeholder Engagement Mapping Matrix 
(RACI Framework) 
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